PROSOPON OY

Rovaniemi - Dublin

THE CAVE PROGRAMMING WORKSHOP

2003/8/28

Tampere

Established 1998
ERiversiaaREapland /| faculty of art& design / spinoff

conceptS=econtent — 3D visualization

History
: | :
1994 Sense8 World toolkit

1996

MBRIg e N VEegaRbxygen —SGO Onyx2&Infinity Reality & Panoram
Technologies

1997 EON
2001 PC claster\vasualization — WildCad 5110G
2003 nvidia FX2000°(PNY)




clasterethvisualization ~ REAL-TIME 3-D GRID
= \/ISUARZATION GRID ?

(http/anaw.gridtoday.com)

SOERESNples o PC visualization with
POISINZSNON (CYVixX converter, 2 lcd’s;
AMBEKZ2EES00 Mhz, FX2000).

BNearsseo operation with YIT (the
Blggest'construction company in
Eihlangefitaever 3 bill. euros) - covers
e WRoleMfe cycle of construction
business:

SBlndom examples of PC cluster
visualization

roducts/renderizer.htm

REncemEeRiN/iSualization Cluster Software enables
SEalaBISN sl time 3-D rendering on PC-clusters

MENAOESINSTribtited real-time rendering on PC clusters

WAth Seenegraph software, Renderizer software-managed
glustersmapidly generate real-time, high resolution,
stereoscopic

BineancWigBlows; APls OpenGL Performer and Open
Inventor

Add asmamggrendering processors (PCs) as needed without
INCreasing Syliehronization overhead or impacting individual
channelperiormance (really ?)




RENCSRZEERSOINVEIEe nWanages the visualization cluster as a
SINOISNSYSESRESNENS configured from a single configuration file,

HOECIGRERERRRNEREONNnect a PC intose network, add an
IacIneRsSmee(nonitor, projector)” entry to the configuration
Tilc Raus

RERSERESRaSNaliZation Cluster Software decomposes digital
moseISsaneReiStributes their elements among the clustered PCs.

RESSERdEeRERASINassigned objects and process changes in
SUREhroniZzesidata streams to screens of a few linked desktop
computers.

WAEH the additiontofimage composition technology, the
multiple outputssfrom the PCs can be recombined into a
seamless; singlejgimage.

REREEriZer softWarcgeparates application processing from rendering using a
gaster/slave compguterarchitecture

MASTER: The opesaiforanvorks with the application on the master computer only.
S mastegitins thegpplication, processes the 3D data, and updates the scene.
IBBroad castSElatalCliangesito the slaves and synchronizes the slaves. No
rendering is done on the master.

SKAVE: ThesSlavesioperate in the background as a rendering "turbocharger".
Each slave in the Cluster renders a portion of the scene and drives the output to
an-individual monitor or projector in the overall display.




Fheimages #at thesRC clusters calculate are "drawn" by
scengraph'software.

SRrrentiyARENdemZersSLpports OpenGL Performer and Open
Inventor from TGS

EQNESENENe is a GUI based tool for
SEVUSIBBINC e al- timessSP application

AddinQ pehaviors through EON’s
pORERIEaprogramming interface,
SGRPEREe Or compiled C++ code.

BPPHEatIons can also be integrated in
pther toglsS.that supports ActiveX
components

(Macromedia’, . Shockwave, etc.)




EON System Architecture
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ESyRaSlEehized multi-channel simulations, usiag a
clusSieReRRCs linked together in a local area network
sESCINEOMBEEEr is responsible for one display
channel.-

FUSESISRESISNSIave model, Where one computer in
theasSEeENs elected to be the master machine,
IESRERSIBIENOaintaining scene synchronization,
gdmimnistration issues and input from the user.
SERSFEMaINgG computers in the cluster are slaves.
BRRESVASARORIZation of image updates on all
BISBIaVSHSIEORc..on a per frame basis

SIRE computess are essentially working parallel
SBRINg the grepatation of a frame, working
Synchrogdusizenly during the update of the display
BEE ieSigmaleeiiyra heartbeat from the master
computer:

sthe system's overall performance is determined by
machine with the lowest level of performance.

sCENIRaRESNENOssible for the user to specify the
EEncERReEaEaNEY and viewportorientation of each
SRanSmeEnially. [ hese parameters are set in the
REORSENAIRGOWS of the CVS"nodes in the EON
SHNESNaRRRre e Al configuration settings are saved
SIORNBERREREROthErEON nodes, forming a ready-to-
uSenEitEeRannel simulation file.

BERESIMEEtIon fille must be stored on a network-
SHErechaVEeRsosthat the slave machines can access
I CEe and'R@inter sharing for Microsoft Network
service)

gall s|avEesmachines load the simulation file from the
ester computery(no need to distribute the
siulation®itle to each member machine).




Eluster \disualization nodes (simulation is built from a number. of
nodes)

RemoteSC node

ESCH SHDEGRSRNEINS represented bya RemoteSC node.

RS RESINEESEese determines thesgtality and resolution of
the channel display.

i hERasSNRNElZes and updates the sub-channel (on a slave
machine)

The Stib-channel nodes can only be inserted under the manager
nodejy RemoteSCM

ESGIRREMoESEI node ' represents a slave machine.
ESSIgnINgIEAEsame slave identifier to two machines in the
BISERDutechVIte-Ghannel Settings Properties window, the
SonTigurationillhave effect on both machines.

RemoteSCM node
RESponsibleNoEReenumeration and management of the
subchannels/Slave machines.

EON,SDK

cCreateselistom plug-ins to EON Studio:
‘NOGESESRERENe components

EONMOSSSIEENthe most commonly used objects by
EONARRRESReRdeveloperssiiFdesign time nodes
SIS NSSSeReonstructing a 3b environment, in
FNEREEERER O e has it's Tunctionality in order to
SEICEREREETO the 8D environment.

igaBleSEpEsS|gn 'time components

MasElesS EareNBIsed in design time and adds
Retionaity"tefEON Studio which can be accessed
BRrough gengralrGuUl components like

-Menus

‘Toolbar buttons

“Windows

Adl windows®in EON Studio are modules (Simulation
tree, Routes, Component Window etc).




MSadisual C++ is used for creating the components.
The EON SDK adds

BRWONMIZSIEISREON\|S Developer Studio that create
SKelet@mReotefor nodes and modules

SSONIERaSERSIaSSEsSfor useVvith nodes and modules

RREERREEaRNbraries with functions for use with the
rest of the EON kernel

-Knowledge of

VIS Developes Studio
2e++

3.COM,; ATL

4'MFC (MBI, "SDI)

Integralion of a Commodity Cluster into an Existing
4-\WallPisplay. System

DOotgiaSaEREell, Aaron Bryden, Greg S. Schmidt,
lan RethsgsEaward Swan |l
VartuamRealitysEaboratory, Naval Research
Laboratory

2005—0'8-:['8-VideocLusterPaper.pdf

shamAcoSIIeRperformance of PC commodity clusters
SEINSTERDESIgr Strategies

*\/R Juggler .

shhe quahy®eT the displays and stereo viewing was
gomparablestodhe same software running on three
WS AsSme amSESiFrOnyx 2 with IR2 graphics
sCluster wassable™o visualize the data with better
performance
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